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Formation of a low-
mass star-

‣ Physical Stage

- Stage I protostar        
Menv < Mstar;   
Menv > 0.1 M⊙

-

- Stage 0 protostar        
Menv > Mstar

- Stage II star+disk;
Menv < 0.1 M�

- Prestellar core 
(gravitationally bound)

(Shu et al. 1987; 
Robitaille et al. 2006; 
Crapsi et al. 2008)
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Formation of a low 
mass star‣ SED Class

-

‣ Physical Stage

- Stage I protostar        
Menv < Mstar;   
Menv > 0.1 M⊙

-

- Class I: 
70<Tbol<650 K

-

- Stage 0 protostar        
Menv > Mstar

- Class 0: Tbol<70 K

- Stage II star+disk; Menv<0.1 M�

- Class II  650<Tbol<2800 K

- Prestellar core
- Starless core

(Shu et al. 1987; 
Robitaille et al. 2006)

(Myers & Ladd 1993)
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PRESTELLAR CORES & 
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(Sub)millimeter surveys are critical for:
1. Prestellar core mass distribution (CMD)

Relationship between cores & star properties
Test of core formation models

2. Timescales for star formation
Physics of core formation & support
Average accretion rates

3. Characterizing embedded sources
Evolutionary state, luminosity, envelope mass
Evolution of accretion rates & envelope mass with time

Bolocam
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L1689

50 pc2

(d=125 pc)

Ophiuchus
Young et al. 2006

Perseus
Enoch et al. 2006

140 pc2

(d=250 pc)

Bolocam c2d Survey

Serpens
Enoch et al. 

2007

30 pc2

(d=260pc)

20 deg2, λ=1mm, 31” res
>200 cores and protostars
Mass limit ~0.1 Msun
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Bolocam Galactic Plane Survey– 36 –

Fig. 1.— The coverage of the BGPS, showing the continuous coverage in the first quadrant,
and the regions targeted in the outer Galaxy. The background greyscale is IRAS 100 µm.

This preprint was prepared with the AAS LATEX macros v5.2.
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Figure 9. 1.1 mm image of the Central Molecular Zone. The red lines show the orientations and locations of cometary clouds and chains of clumps that face Sgr A.
These features are located in the interior of the cavity surrounding Sgr A that is discussed in the text and form the walls of its multiple chambers. The features marked
in red are likely to be foreground clouds at an assumed distance of 3.9 kpc as indicated in Table 1.
(A color version of this figure is available in the online journal.)

20 K has a power-law index α = –2.04 (Figure 6), slightly
shallower than the index based on measurements in a 40′′

aperture. This difference may be due to increased source
confusion within the larger aperture. The relatively small slope
change may suggest that source blending and confusion already
affects the slope based on fluxes in the smaller aperture. The
slope also depends slightly on the widths of the bins used to
generate the histograms.

A curious puzzle about the Galactic center is that the dust
temperature appears to be lower than the gas temperature despite
the high average density. Both the COBE and ISO satellites
determined that the average dust temperature in the CMZ ranges
from 15 to 22 K (Reach et al. 1995; Lis et al. 2001). Thus, the
use of Tdust = 20 K in mass estimation is justified. However, the
dense gas associated with this dust is considerably warmer with
80% of the ammonia having temperatures between 20 and 80 K
and 18% warmer than 80 K (Nagayama et al. 2007).

Is the slope of the derived mass spectrum sensitive to vari-
ations in Tdust? Two types of dust temperature variations are
considered to answer this question: first, the dust temperature of
a clump is assumed to decrease with increasing projected dis-
tance from Sgr A as a power law. Second, the dust temperature
of each clump is assigned a value depending on the observed
flux; a 100 Jy source such as Sgr B2 is assumed to have dust
with T = 50 K while a 1 Jy source is assumed to have T =
20 K. This corresponds to a dust temperature varying with flux,
F, as F 0.2.

Given a source of luminosity L located at a distance r from a
grain, the mean grain temperature depends on the luminosity L
and distance r as

T (r) = T0L
1/γg r−2/γg

(Scoville & Kwan 1976) where T0 is a normalization constant.
For blackbodies larger than the emitted and absorbed wave-
lengths, γg = 4. For interstellar grains, γg ranges between 5
and 6 for grain emissivity power-law indices ranging from 1 to
2. Assume that the heating luminosity L is generated by stars

in Galactic disk and bulge, that the luminosity-to-mass ratio is
constant, and grains at a given distance r from the Galactic cen-
ter are heated mostly by the stars within a sphere of radius r
centered on the Galactic center. Thus, the enclosed luminosity,
L(r), is a function of r which can be estimated by assuming
that the density of stars decreases with increasing distance from
the Galactic center as ρ(r ′) = ρ0r

′−δ . For δ = 2 (the singu-
lar isothermal sphere), integrating the mass distribution from
r ′ = 0 to r implies that the mass enclosed within a radius r is
proportional to r. Thus, the luminosity L(r) is also proportional
to r. Inserting this in the above equation for T (r) gives a simple
approximation for the radial variation of the grain temperature

T (r) = T0r
−1/γg ,

where T0 is normalized to a temperature at some radius. This
estimate applies to grains which are located mostly at cloud
surfaces or otherwise are exposed to the visual and near-IR
component of starlight. As a concrete example, choose β = 1
and γg = 5 so that T (d) = T0r

−0.2 because it yields reasonable
cloud surface temperatures over a wide range of Galactocentric
distances. Taking T0 = 50 K at r = 10 pc implies T = 27.5 K
at r = 200 pc, 15.5 K at r = 3 kpc, and 12.5 K at 8.5 kpc.
This parameterization provides reasonable base temperatures
at the surfaces of clouds lacking internal or close-by heating
sources. It is used to test the sensitivity of the mass spectrum
to a systematic decrease of grain temperature with increasing
galactocentric distance.

Systematic temperature variations do not have a large impact
on the derived slope of the mass spectrum. However, the elevated
temperature does decrease the estimates of total mass. The mass
spectrum for γg = 5 corresponding to a radial temperature
gradient expected for a grain emissivity that decreases with
wavelength as a power law with index β = 1 has a slope of
α = –2.44 (Figure 7).

Finally, it is possible that internal heating by massive stars
results in an average dust temperature that is a function of
1.1 mm flux. To determine the consequences of such a model on

Aguirre et al. 2010; 
Rosolowsky et al. 2010; 

Bally et al. 2010

150 deg2, λ=1mm, 31” res
8000 star forming clumps
98% complete at 0.4 Jy (clumps >10 Msun)
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SCUBA 
Gould Belt

Archival; limited covg
7.5 deg2, λ=850μm, 15” res
750 cores
Mass limit = 0.3-3 Msun

large-scale column density. In x 2 we present our observations
and data reduction techniques, followed by an analysis of the
structure (xx 3–7) including the implications for the models. We
conclude with a summary in x 8.

2. OBSERVATIONS AND DATA REDUCTION

Submillimeter data at 850 !m of the Perseus molecular cloud
were obtained using the Submillimeter Common User Bolom-
eter Array (SCUBA) on the James Clerk Maxwell Telescope
(JCMT) on Mauna Kea.4 The data we present here are a com-
bination of our own observations (!1.3 deg2) with publicly
available archival data5 for a total of !3.5 deg2.

Our observations consist of !400 arcmin2 fields mapped us-
ing SCUBA’s ‘‘fast scan’’ mode with chop throws of 3300 and 4400

to complement best the matrix inversion technique (Johnstone
et al. 2000a) for data reconstruction. The data were taken in the
fall of 2003 on the nights of August 12, September 3, 18, and 27,
and October 1, 4, and 9 under a mean optical depth at 850 !m of
" ¼ 0:34, with a variance of 0.01. The majority the of archival
data were originally presented by Hatchell et al. (2005) and
Sandell & Knee (2001).

Following the standard procedure, all of the raw data were first
flat-fielded and atmospheric-extinction-corrected using the nor-
mal SCUBA software (Holland et al. 1999). To convert the cor-
rected difference measures into an image, we apply the matrix
inversion technique of Johnstone et al. (2000a), which was shown
to produce better images from chopped data than other commonly
used procedures such as the Emerson technique for Fourier de-
convolution (Emerson et al. 1979), often employed at the JCMT.

The matrix inversion technique has several advantages, including
the ability to combine data taken with different observing setups
(such as is found in the heterogeneous archival data) and weight-
ing measurements taken under different weather conditions.
The resulting map has a pixel size of 600 and an intrinsic beam

size of 1400 FWHM. To remove pixel-to-pixel noise, which in-
terferes with the ability to identify clumps properly, the map was
convolved with a FWHM ¼ 14B1 (#G ¼ 600) Gaussian, pro-
ducing an effective beam with a FWHM of 19B9.
Structures on scales several times larger than the chop throw

(>12000) may be artifacts of the image reconstruction (indepen-
dent of the reconstruction technique; Johnstone et al. 2000a). We
removed these structures through the subtraction of a map con-
volved with a Gaussian with #G ¼ 9000. To minimize negative
‘‘bowling’’ around bright sources, all points with values outside
of #5 times the mean noise per pixel were set to #5 times the
mean noise before convolution.
Since various portions of the map were observed under dif-

ferent weather conditions (optical depths) and scanning speeds
(our observations used fast scanning, while the archival data
were takenwith slow scanning), the noise across the final map is
not uniform, although it typically varies by only a factor<5. The
mean and rms standard deviation are !10 and !9 mJy beam$1,
respectively. Note that the pixels subsample the beam, so that
the noise per pixel is several times larger than that per beam.
The resulting map is shown in its entirety in Figure 1, and

Figures 2 and 3 show details of the eastern and western halves of
the surveyed cloud.
The extinction data we present here were derived from the

Two Micron All Sky Survey (2MASS) images of Perseus by J.
Alves & M. Lombardi (2006, in preparation; see also Ridge et al.
2006b) using the Near-Infrared Color Excess Revisited (NICER)
technique (Lombardi & Alves 2001) as a part of the COM-
PLETE Survey (Goodman 2004). The resolution in the Perseus
extinctionmap is!2A5, which has the effect of smoothing out the
small-scale structure in the map and diluting regions of high
extinction. Very compact regions of high extinction could be

4 The JCMT is operated by the Joint Astronomy Centre in Hilo, HI on behalf
of the parent organizations Particle Physics and Astronomy Research Council in
the United Kingdom, the National Research Council of Canada, and the Netherlands
Organization for Scientific Research.

5 Guest User, Canadian Astronomy Data Centre, which is operated by the
Dominion Astrophysical Observatory for the National Research Council of
Canada’s Herzberg Institute of Astrophysics.

Fig. 1.—Plot of 850 !m observations of the Perseus molecular cloud. The scale bar indicates janskys per measured at every pixel.

KIRK, JOHNSTONE, & DI FRANCESCO1010 Vol. 646

Sadavoy et al. 
2010;

Kirk et al. 2006;
Hatchell et al. 

2005
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Herschel Gould Belt

In progress
160 deg2

 λ=100-500μm, 
~15” res
Mass limit <0.3 
Msun

Figure 9: Near-IR extinction map of the Orion (A + B) GMC obtained by S. Bontemps from

Andre et al. 2005, 2010
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Bolocam 1.1mm continuum surveys 
Enoch et al. 2006; Young et al. 2006; Enoch et al. 2007

Identifying cores & embedded protostars 

Perseus
(Enoch et al. 2006)
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Identifying cores & embedded protostars 

Perseus
(Enoch et al. 2006)

MIPS 24,70,160µm
(Rebull et al. 2007)

‣ C2d (Evans et al. 2003)

Jorgensen et al. 2006; Rebull et al. 2007; Harvey et al. 
2007a, 2007b; Padgett et al. 2008
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Identifying cores & embedded protostars 

Perseus
(Enoch et al. 2006)

Jorgensen et al. 2006; Rebull et al. 2007; Harvey et al. 
2007a, 2007b; Padgett et al. 2008
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1. Prestellar core mass distribution
Clues to the origin of stellar masses (core, feedback, 
competitive accretion)

Initial conditions for star formation
Core formation physics
Mass from (sub)mm flux (if dust temp & opacity known)

Menv = d2
 Sν / Bν(TD) κν

Mstar ! Mcore Mstar " Mcore Mstar " Mcore
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Figure 7. MF of protostars due to identical cores in various environments. The
cores alone (C) represent the isolated limit of zero environment density. The
environments in the systems CF, CL, and CU are respectively an isothermal
filament, and isothermal layer, and a uniform medium. The accretion times
follow a waiting-time distribution with mean waiting time 0.04 Myr. The
temperature is 10 K, the peak environment density is 3 × 104 cm−3, and the
accretion efficiency is unity. All MFs have nearly identical modes and low-mass
slopes. The core-environment systems have slightly different high-mass tails,
while the isolated cores have no high-mass tail.

1% of its peak value increases as the environment dimension
increases from one-dimensional filaments to two–dimensional
layers to the three-dimensional uniform medium. This sequence
is expected from the similar ranking of mass available in a free-
fall time in Figure 3.

3.3.3. Varying Accretion Efficiency, Temperature and Mean
Waiting Time

MFs were also calculated for cores with a uniform environ-
ment having various values of ε, T, and ¯tw. As Equation (11)
indicates, the modal mass increases as ε1 and as T3/2 with no
change in the shape of the MF. Increasing the mean waiting time
¯tw increases the modal mass as ¯tw1 and also increases the high-

mass tail, as the likelihood of accretion from the environment
increases.

3.3.4. No Massive Protostars from Environments of Low Density
and Dimension

The dependence of the MF on environment density and
dimension, shown in Figures 6 and 7, predicts that low-
extinction filaments and linear chains of globules are the
environments least likely to produce massive protostars. The
main reason is that their low environment density causes their
accretion time to exceed their likely gas dispersal time. The
accretion time of a massive protostar increases as environment
dimension decreases, as is evident in Figure 3. In addition, the
low dimension of filaments causes their accumulation length to
exceed the typical size of a cluster in which massive stars form.
The increase of accumulation length as environment dimension
decreases is evident in Figure 2. As a result, MFs of protostars
in low-density filaments should decline more steeply at high
mass than MFs of protostars forming in denser environments of
higher dimension.

3.4. Mass Functions for Distributed Cores

The identical-core MF in Figure 5 closely resembles the
stellar IMF in its mode and shape, but is somewhat narrower
than needed for an exact match. Also, its initial state ignores the
range of core masses observed in many studies of star-forming
clouds (Motte et al. 1998; Rathborne et al. 2009). Thus the core-
environment accretion model is combined with an appropriate
distribution of core masses, denoted as a “CMF.”

It is difficult to combine the core-environment accretion
model directly with a CMF obtained from observations. Each
model core hosts the formation of one star, while the lowest
mass observed cores are unlikely to make any stars, since they
are not gravitationally bound (Enoch et al. 2008). Similarly, the
highest mass observed cores are likely to make more than one
star, as in B59 in the Pipe Nebula, which hosts more than 10
YSOs (Brooke et al. 2007). To compare with the single-star
accretion model, an observed CMF should be modified into a
“single-star CMF.”

Such modification of an observed CMF could proceed by
removing the lowest mass unbound cores and by removing the
highest mass cores which make multiple stars. If these high-
mass cores make a total of N stars, they should be replaced
in a modified CMF by N lower-mass cores of the same total
mass. A related procedure was carried out by Swift & Williams
(2008), as discussed in Section 4. However, the number of stars
to be formed by an observed core is highly uncertain, and this
uncertainty limits the utility of such a modified CMF.

Instead, the CMF is assumed here to have a log-normal
form, since simulations of turbulent molecular clouds give
distributions of clump mass which are approximately log-
normal (Padoan et al. 1997; Klessen 2001; Falle & Hartquist
2002). Also, any property which is a product of independent
random variables tends to develop a log-normal distribution
(Adams & Fatuzzo 1996).

This log-normal distribution of core masses is combined with
the waiting-time distribution of accretion times in Equation (14),
to produce a protostar MF due to both distributions. As before,
the “core mass” is given by Equation (6). For the distribution
of core masses considered here, the environment density is
constant over the distribution. Then the variation of core mass
is associated with the variation of only one property, the core
temperature.

The MF is obtained by integrating over the probability
distributions (Davenport & Root 1958; Basu & Jones 2004),

Φ =
∫ θmax

θmin

dθp(θ )Mcorep(Mcore), (21)

where p(Mcore) is given by

p(Mcore) = 1√
2πMcoreσcore

exp
[
− (ln Mcore − µ)2

2σ 2
core

]
. (22)

Here p(Mcore) is the log-normal probability density that a core
has mass between Mcore and Mcore +dMcore, and where µ and
σ core are respectively the mean and standard deviation of the
distribution of ln Mcore.

To evaluate Equation (21), Mcore is expressed in terms of M%

and θ using Equation (11) for the uniform environment. For
this environment θmin = 0 and θmax = 1. The mean value µ
is obtained from the parameters used for the identical-core MF
in Figure 5, with T = 10 K and nE = 3 × 104 cm−3, giving
Mcore/M$ = eµ = 0.80. The width of the log-normal CMF is

Myers 09
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Figure 7. MF of protostars due to identical cores in various environments. The
cores alone (C) represent the isolated limit of zero environment density. The
environments in the systems CF, CL, and CU are respectively an isothermal
filament, and isothermal layer, and a uniform medium. The accretion times
follow a waiting-time distribution with mean waiting time 0.04 Myr. The
temperature is 10 K, the peak environment density is 3 × 104 cm−3, and the
accretion efficiency is unity. All MFs have nearly identical modes and low-mass
slopes. The core-environment systems have slightly different high-mass tails,
while the isolated cores have no high-mass tail.

1% of its peak value increases as the environment dimension
increases from one-dimensional filaments to two–dimensional
layers to the three-dimensional uniform medium. This sequence
is expected from the similar ranking of mass available in a free-
fall time in Figure 3.

3.3.3. Varying Accretion Efficiency, Temperature and Mean
Waiting Time

MFs were also calculated for cores with a uniform environ-
ment having various values of ε, T, and ¯tw. As Equation (11)
indicates, the modal mass increases as ε1 and as T3/2 with no
change in the shape of the MF. Increasing the mean waiting time
¯tw increases the modal mass as ¯tw1 and also increases the high-

mass tail, as the likelihood of accretion from the environment
increases.

3.3.4. No Massive Protostars from Environments of Low Density
and Dimension

The dependence of the MF on environment density and
dimension, shown in Figures 6 and 7, predicts that low-
extinction filaments and linear chains of globules are the
environments least likely to produce massive protostars. The
main reason is that their low environment density causes their
accretion time to exceed their likely gas dispersal time. The
accretion time of a massive protostar increases as environment
dimension decreases, as is evident in Figure 3. In addition, the
low dimension of filaments causes their accumulation length to
exceed the typical size of a cluster in which massive stars form.
The increase of accumulation length as environment dimension
decreases is evident in Figure 2. As a result, MFs of protostars
in low-density filaments should decline more steeply at high
mass than MFs of protostars forming in denser environments of
higher dimension.

3.4. Mass Functions for Distributed Cores

The identical-core MF in Figure 5 closely resembles the
stellar IMF in its mode and shape, but is somewhat narrower
than needed for an exact match. Also, its initial state ignores the
range of core masses observed in many studies of star-forming
clouds (Motte et al. 1998; Rathborne et al. 2009). Thus the core-
environment accretion model is combined with an appropriate
distribution of core masses, denoted as a “CMF.”

It is difficult to combine the core-environment accretion
model directly with a CMF obtained from observations. Each
model core hosts the formation of one star, while the lowest
mass observed cores are unlikely to make any stars, since they
are not gravitationally bound (Enoch et al. 2008). Similarly, the
highest mass observed cores are likely to make more than one
star, as in B59 in the Pipe Nebula, which hosts more than 10
YSOs (Brooke et al. 2007). To compare with the single-star
accretion model, an observed CMF should be modified into a
“single-star CMF.”

Such modification of an observed CMF could proceed by
removing the lowest mass unbound cores and by removing the
highest mass cores which make multiple stars. If these high-
mass cores make a total of N stars, they should be replaced
in a modified CMF by N lower-mass cores of the same total
mass. A related procedure was carried out by Swift & Williams
(2008), as discussed in Section 4. However, the number of stars
to be formed by an observed core is highly uncertain, and this
uncertainty limits the utility of such a modified CMF.

Instead, the CMF is assumed here to have a log-normal
form, since simulations of turbulent molecular clouds give
distributions of clump mass which are approximately log-
normal (Padoan et al. 1997; Klessen 2001; Falle & Hartquist
2002). Also, any property which is a product of independent
random variables tends to develop a log-normal distribution
(Adams & Fatuzzo 1996).

This log-normal distribution of core masses is combined with
the waiting-time distribution of accretion times in Equation (14),
to produce a protostar MF due to both distributions. As before,
the “core mass” is given by Equation (6). For the distribution
of core masses considered here, the environment density is
constant over the distribution. Then the variation of core mass
is associated with the variation of only one property, the core
temperature.

The MF is obtained by integrating over the probability
distributions (Davenport & Root 1958; Basu & Jones 2004),
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p(Mcore) = 1√
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is obtained from the parameters used for the identical-core MF
in Figure 5, with T = 10 K and nE = 3 × 104 cm−3, giving
Mcore/M$ = eµ = 0.80. The width of the log-normal CMF is
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case, ! ¼ 2:0. As a result, the exponent of the mass distribution
is predicted to be well within the range of values of 1.3 and 1.5.
In the following we use ! ¼ 1:74, corresponding to a core
mass distribution /m"1:36.

While massive cores are usually larger than their critical
mass, mBE, the probability that small cores are dense enough to
collapse is determined by the statistical distribution of core
density. In order to compute this collapse probability for small
cores, we assume (1) the distribution of core density can be ap-
proximated by the log-normal pdf of gas density and (2) the
core density and mass are statistically independent. Because of
the intermittent nature of the log-normal pdf, even very small
(substellar) cores have a finite chance to be dense enough to col-
lapse. Based on the first assumption, we can compute the distri-
bution of the critical mass, p(mBE)dmBE, from the log-normal
pdf of gas density assuming constant temperature (Padoan et al.
1997). The fraction of cores of mass m larger than their criti-
cal Bonnor-Ebert mass is given by the integral of p(mBE) from
0 to m. Using the second assumption of statistical indepen-
dence of core density and mass, the mass distribution of col-
lapsing cores is

N (m)d lnm / m"3=(4"! )

Z m

0

p(mBE) dmBE

! "
d lnm: ð9Þ

The mass distribution is found to be a power law, determined
by the power spectrum of turbulence, for masses larger than
approximately 1 M% (using physical parameters typical of mo-
lecular clouds). At smaller masses the mass distribution flat-
tens, reaches a maximum at a fraction of a solar mass, and then
decreases with decreasing stellar mass.

The top panel of Figure 2 shows five mass distributions
computed from equation (9). Three of them (solid lines) are
computed for hni ¼ 104 cm"3, T ¼ 10 K, and for three values
of the sonic rms Mach number, MS ¼ 5, 10, and 20. An in-
crease in the rms Mach number by a factor of 2, from MS ¼ 5
to 10, results in a growth of the abundance of 0.07 M% stars by
more than a factor of 10 (relative to stars of approximately 1M%
or larger). FromMS ¼ 10 to 20, the abundance of 0.07M% stars
increases by approximately a factor of 3. The other two mass
distributions (dotted lines) are computed for MS ¼ 10, T ¼
10 K, and density hni ¼ 5 ; 103 cm"3 (lower curve), and hni ¼
2 ; 104 cm"3 (upper curve). With a combination of both large
density and large rms Mach number, unstable density peaks
with the mass of giant planets could also be generated by the
turbulent flow.

The IMF of the cluster IC 348 in Perseus, obtained by
Luhman et al. (2003), is plotted in the bottom panel of Figure 2
(solid line histogram). The IMF of this cluster has been chosen
for the comparison with the theoretical model because it is
probably the most reliable observational IMF including both
BDs and hydrogen-burning stars. Spectroscopy has been ob-
tained for every star, and the sample is unbiased in mass and
nearly complete down to 0.03 M%. In the bottom panel of
Figure 2 we have also plotted the theoretical mass distribution
computed for hni ¼ 5 ; 104 cm"3, T ¼ 10 K, and MS ¼ 7. As
discussed above, these parameters are appropriate for the cen-
tral 5 ; 5 of the cluster (0:35 ; 0:35 pc), where the stellar density
corresponds to approximately 2 ; 104 cm"3. The figure shows
that the theoretical distribution of collapsing cores, computed
with parameters inferred from the observational data, is roughly
consistent with the observed stellar IMF in the cluster IC 348.

Similar IMFs were obtained for the Trapezium cluster in
Orion by Luhman et al. (2000) and for the inner region of the

Orion Nebula cluster by Hillenbrand & Carpenter (2000) using
D’Antona & Mazzitelli’s (1997) evolutionary models. How-
ever, based on Baraffe et al.’s (1998) evolutionary models,
these two IMFs contain a slightly larger abundance of BDs
than found in IC 348 and predicted by the theoretical model
(unless larger values of density or Mach number are assumed).
A larger BD abundance is found in the " Orionis cluster by
Béjar et al. (2001), while the IMFs obtained by Najita et al.
(2000) for IC 348 and the Pleiades’s IMF (Bouvier et al. 1998)
are consistent with the IMF in the Orion Nebula cluster. Sev-
eral other IMFs of young clusters, including both stellar and
substellar masses, have been recently obtained.
The present theoretical model may in some cases underes-

timate the BD abundance if a significant fraction of BDs are
formed as members of binary systems, because the process
of binary formation is not taken into account. As an example,
if most prestellar cores assembled by the turbulence were able
to fragment into binary stars because of processes unrelated
to turbulent fragmentation, the final BD abundance would be
increased, while at larger masses the mass distribution would
be indistinguishable from the one predicted by the model.

Fig. 2.—Top: Analytical mass distributions computed for hni ¼ 104 cm"3,
T ¼ 10 K, and for three values of the sonic rms Mach number, MS ¼ 5,
10, and 20 (solid lines). The dotted lines show the mass distribution for T ¼
10 K, MS ¼ 10, and hni ¼ 5 ; 103 cm"3 (lower curve) and hni ¼ 2 ; 104 cm"3

(upper curve). Bottom: IMF of the cluster IC 348 in Perseus obtained by
Luhman et al. (2003) (solid line histogram) and theoretical IMF computed for
hni ¼ 5 ; 104 cm"3, T ¼ 10 K, and MS ¼ 7 (dashed line). The histogram of
the IC 348 mass function in Luhman et al. (2003) is computed with 9 bins,
while the histogram shown here is computed with 12 bins.
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Fig. 1. Column density maps of two subfields in Aquila (left) and Polaris (right) derived from our SPIRE/PACS data. The contrast of the filaments
with respect to the non-filamentary background has been enhanced using a curvelet transform as described in Appendix A. Given the typical width
∼10 000 AU of the filaments, these column density maps are equivalent to maps of the mass per unit length along the filaments. The color scale
shown on the right of each panel is given in approximate units of the critical line mass of Inutsuka & Miyama (1997) as discussed in Sect. 4.
The areas where the filaments have a mass per unit length larger than half the critical value and are thus likely gravitationally unstable have been
highlighted in white. The maximum line mass observed in the Polaris region is only ∼0.45× the critical value, suggesting that the Polaris filaments
are stable and unable to form stars at the present time. The candidate Class 0 protostars and bound prestellar cores identified in Aquila by Bontemps
et al. (2010) and Könyves et al. (2010) are shown as green stars and blue triangles, respectively. Note the good correspondence between the spatial
distribution of the bound cores/protostars and the regions where the filaments are unstable to gravitational collapse.

Fig. 2. Core mass functions (blue histograms with error bars) derived from our SPIRE/PACS observations of the Aquila (left) and Polaris (right)
regions, which reveal of total of 541 candidate prestellar cores and 302 starless cores, respectively. A lognormal fit (red curve) and a power-law
fit (black solid line) to the high-mass end of the Aquila CMF are superimposed in the left panel. The power-law fit has a slope of −1.5 ± 0.2
(compared to a Salpeter slope of −1.35 in this dN/dlogM format), while the lognormal fit peaks at ∼0.6 M$ and has a standard deviation of ∼0.43
in log10 M. The IMF of single stars (corrected for binaries – e.g., Kroupa 2001), the IMF of multiple systems (e.g., Chabrier 2005), and the typical
mass spectrum of CO clumps (e.g., Kramer et al. 1998) are also shown for comparison. Note the remarkable similarity between the Aquila CMF
and the stellar IMF, suggesting a ∼ one-to-one correspondence between core mass and star/system mass with M!sys = εMcore and ε ≈ 0.4 in Aquila.

one-to-one basis, with a fixed and relatively high local efficiency,
i.e., εcore ≡ M!/Mcore ∼ 20−40% in Aquila. This is consistent
with theoretical models according to which the stellar IMF is in
large part determined by pre-collapse cloud fragmentation, prior
to the protostellar accretion phase (cf. Larson 1985; Padoan &
Nordlund 2002; Hennebelle & Chabrier 2008). There are sev-
eral caveats to this simple picture (cf. discussion in André et al.
2009), and detailed analysis of the data from the whole GBS will
be required to fully characterize the CMF–IMF relationship and,
e.g., investigate possible variations in the efficiency εcore with

environment. It is nevertheless already clear that one of the keys
to the problem of the origin of the IMF lies in a good understand-
ing of the formation process of prestellar cores, even if additional
processes, such as rotational subfragmentation of prestellar cores
into binary/multiple systems (e.g., Bate et al. 2003), probably
also play an important role.

Our Herschel initial results also provide key insight into the
core formation issue. They support an emerging picture (see also
Myers 2009) according to which complex networks of long, thin
filaments form first within molecular clouds, possibly as a result
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Fig. 2. Core mass functions (blue histograms with error bars) derived from our SPIRE/PACS observations of the Aquila (left) and Polaris (right)
regions, which reveal of total of 541 candidate prestellar cores and 302 starless cores, respectively. A lognormal fit (red curve) and a power-law
fit (black solid line) to the high-mass end of the Aquila CMF are superimposed in the left panel. The power-law fit has a slope of −1.5 ± 0.2
(compared to a Salpeter slope of −1.35 in this dN/dlogM format), while the lognormal fit peaks at ∼0.6 M$ and has a standard deviation of ∼0.43
in log10 M. The IMF of single stars (corrected for binaries – e.g., Kroupa 2001), the IMF of multiple systems (e.g., Chabrier 2005), and the typical
mass spectrum of CO clumps (e.g., Kramer et al. 1998) are also shown for comparison. Note the remarkable similarity between the Aquila CMF
and the stellar IMF, suggesting a ∼ one-to-one correspondence between core mass and star/system mass with M!sys = εMcore and ε ≈ 0.4 in Aquila.

one-to-one basis, with a fixed and relatively high local efficiency,
i.e., εcore ≡ M!/Mcore ∼ 20−40% in Aquila. This is consistent
with theoretical models according to which the stellar IMF is in
large part determined by pre-collapse cloud fragmentation, prior
to the protostellar accretion phase (cf. Larson 1985; Padoan &
Nordlund 2002; Hennebelle & Chabrier 2008). There are sev-
eral caveats to this simple picture (cf. discussion in André et al.
2009), and detailed analysis of the data from the whole GBS will
be required to fully characterize the CMF–IMF relationship and,
e.g., investigate possible variations in the efficiency εcore with

environment. It is nevertheless already clear that one of the keys
to the problem of the origin of the IMF lies in a good understand-
ing of the formation process of prestellar cores, even if additional
processes, such as rotational subfragmentation of prestellar cores
into binary/multiple systems (e.g., Bate et al. 2003), probably
also play an important role.

Our Herschel initial results also provide key insight into the
core formation issue. They support an emerging picture (see also
Myers 2009) according to which complex networks of long, thin
filaments form first within molecular clouds, possibly as a result
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3. Characterizing embedded sources
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Figure 13. Bolometric luminosity (Lbol) is plotted vs. the bolometric temperature (Tbol) for all sources with sufficient data to properly constrain the values. Similar
plots for the embedded sources only and for the individual clouds are in Enoch et al. (2009). The color code is the same as in Figure 6 (Class I plotted as red, Flat
as green, Class II as blue, and Class III as purple). Also as in Figure 6, filled circles indicate sources associated with envelopes as traced by millimeter continuum
emission, while plus signs indicate sources with no such associations. The three thick lines are model tracks for initial core masses of 0.3, 1.0, and 3.0 M!, collapsing
according to a Shu inside-out collapse model in which all mass becomes part of the star (Young & Evans 2005); they end when all infall stops, but the later stages are
highly uncertain. The three thin lines are model tracks with initial core masses of 1.0, 1.8, and 3.0 M!, collapsing with an accretion rate that decreases exponentially
with time and efficiencies such that the final stellar masses are 0.5, 0.3, and 0.5 M!, respectively (Myers et al. 1998). The right panel shows L′

bol and T ′
bol calculated

after corrections for extinction were applied to the observations, as described in Section 3.3. The vertical dashed lines show the boundaries between classes, as defined
by Chen et al. (1995). The heavy dashed line on the left is the ZAMS (D’Antona & Mazzitelli 1994) from 0.1 to 2 M!.
(A color version of this figure is available in the online journal.)

The lifetime for the Class 0 stage averaged over all clouds
is about 0.16 Myr, but only 0.043 Myr in Ophiuchus. The very
short lifetime often quoted for the Class 0 phase (0.01 Myr)
was originally derived from observations in Ophiuchus (André
& Montmerle 1994), but this now seems anomalous. If star
formation in Ophiuchus has declined from rates that were higher
about 0.1 Myr ago, the number of Class 0 sources would be
much lower compared to Class I sources. Such a scenario is
broadly consistent with the fact that Ophiuchus also has the
highest ratio of mass in YSOs to mass in dense gas of the
three clouds with Bolocam data (Table 4). Another factor that
may have contributed somewhat to the short Class 0 lifetime in
Ophiuchus is an overestimate of the number of Class I objects
(Section 7.2) because of very high extinction in the Ophiuchus
core.

The longer lifetime for the Class 0 phase in most clouds
is more consistent with the luminosity distribution shown in
Figure 13 and Enoch et al. (2009). In particular, there is no
clear evidence in our data for an early phase of very rapid mass
accretion, which would produce luminosities higher than the
mean values we observe. In fact, the luminosities seen in Class
0 sources are mostly similar to or less than predictions (Young &
Evans 2005) of the evolution in Lbol–Tbol space based on simple
inside-out collapse models (Shu 1977), with constant accretion
rates and unit efficiency. Models with mean accretion rates onto
the star faster than the Shu (1977) rate are not supported by
these observations.

For Class I sources, most of the observed Lbol fall well
below the predictions by Young & Evans (2005), suggesting that
accretion occurs at a rate even lower than that of the Shu picture,

which is the smallest among star-formation models. The mass in
the envelope, on the other hand, decreases about as predicted by
this model (Enoch et al. 2009). This result suggests that infall
occurs at about the rate expected in the Shu picture, but that
accretion onto the star occurs at a much lower rate most of the
time. The lower rate may be partially explained if only a fraction
ε of the available mass in a dense core winds up on the star. As
discussed earlier, comparison of the core mass function and the
IMF suggest ε ≈ 0.3. This helps explain the low luminosities,
but it is insufficient to explain the very low values that we see. In
addition, the spread in Lbol of 2–3 orders of magnitude at a given
Tbol range practically demand a picture in which accretion onto
the star is not steady. While no Class 0 sources have Lbol < 0.1
L! in Figure 13, this can be misleading; heating of a substantial
envelope just by the interstellar radiation field can produce an
apparent luminosity at this level (Evans et al. 2001). The effect
decreases as the envelope dissipates, but is still present during
the Class I phase.

The distribution of luminosities for all Class 0 or I sources
with millimeter emission is shown in Figure 14. The panels
on the bottom cover 1–20 L!; there are three sources more
luminous, with the most extreme at 70 L!. However, the vast
majority of sources have Lbol ! 3 L!. As shown in the top
panels, the trend of increasing numbers at lower luminosity
continues down to 0.1 L!, where selection effects come into
play. A more thorough study (Dunham et al. 2008) of the
low-luminosity end that dealt with these effects found 15
objects with internal luminosity, Lint ! 0.1 L!. Dunham
et al. (2008) was able to rule out a continued rise in the
luminosity distribution to lower luminosities, which could have
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after corrections for extinction were applied to the observations, as described in Section 3.3. The vertical dashed lines show the boundaries between classes, as defined
by Chen et al. (1995). The heavy dashed line on the left is the ZAMS (D’Antona & Mazzitelli 1994) from 0.1 to 2 M!.
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The lifetime for the Class 0 stage averaged over all clouds
is about 0.16 Myr, but only 0.043 Myr in Ophiuchus. The very
short lifetime often quoted for the Class 0 phase (0.01 Myr)
was originally derived from observations in Ophiuchus (André
& Montmerle 1994), but this now seems anomalous. If star
formation in Ophiuchus has declined from rates that were higher
about 0.1 Myr ago, the number of Class 0 sources would be
much lower compared to Class I sources. Such a scenario is
broadly consistent with the fact that Ophiuchus also has the
highest ratio of mass in YSOs to mass in dense gas of the
three clouds with Bolocam data (Table 4). Another factor that
may have contributed somewhat to the short Class 0 lifetime in
Ophiuchus is an overestimate of the number of Class I objects
(Section 7.2) because of very high extinction in the Ophiuchus
core.

The longer lifetime for the Class 0 phase in most clouds
is more consistent with the luminosity distribution shown in
Figure 13 and Enoch et al. (2009). In particular, there is no
clear evidence in our data for an early phase of very rapid mass
accretion, which would produce luminosities higher than the
mean values we observe. In fact, the luminosities seen in Class
0 sources are mostly similar to or less than predictions (Young &
Evans 2005) of the evolution in Lbol–Tbol space based on simple
inside-out collapse models (Shu 1977), with constant accretion
rates and unit efficiency. Models with mean accretion rates onto
the star faster than the Shu (1977) rate are not supported by
these observations.

For Class I sources, most of the observed Lbol fall well
below the predictions by Young & Evans (2005), suggesting that
accretion occurs at a rate even lower than that of the Shu picture,

which is the smallest among star-formation models. The mass in
the envelope, on the other hand, decreases about as predicted by
this model (Enoch et al. 2009). This result suggests that infall
occurs at about the rate expected in the Shu picture, but that
accretion onto the star occurs at a much lower rate most of the
time. The lower rate may be partially explained if only a fraction
ε of the available mass in a dense core winds up on the star. As
discussed earlier, comparison of the core mass function and the
IMF suggest ε ≈ 0.3. This helps explain the low luminosities,
but it is insufficient to explain the very low values that we see. In
addition, the spread in Lbol of 2–3 orders of magnitude at a given
Tbol range practically demand a picture in which accretion onto
the star is not steady. While no Class 0 sources have Lbol < 0.1
L! in Figure 13, this can be misleading; heating of a substantial
envelope just by the interstellar radiation field can produce an
apparent luminosity at this level (Evans et al. 2001). The effect
decreases as the envelope dissipates, but is still present during
the Class I phase.

The distribution of luminosities for all Class 0 or I sources
with millimeter emission is shown in Figure 14. The panels
on the bottom cover 1–20 L!; there are three sources more
luminous, with the most extreme at 70 L!. However, the vast
majority of sources have Lbol ! 3 L!. As shown in the top
panels, the trend of increasing numbers at lower luminosity
continues down to 0.1 L!, where selection effects come into
play. A more thorough study (Dunham et al. 2008) of the
low-luminosity end that dealt with these effects found 15
objects with internal luminosity, Lint ! 0.1 L!. Dunham
et al. (2008) was able to rule out a continued rise in the
luminosity distribution to lower luminosities, which could have
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Figure 13. Bolometric luminosity (Lbol) is plotted vs. the bolometric temperature (Tbol) for all sources with sufficient data to properly constrain the values. Similar
plots for the embedded sources only and for the individual clouds are in Enoch et al. (2009). The color code is the same as in Figure 6 (Class I plotted as red, Flat
as green, Class II as blue, and Class III as purple). Also as in Figure 6, filled circles indicate sources associated with envelopes as traced by millimeter continuum
emission, while plus signs indicate sources with no such associations. The three thick lines are model tracks for initial core masses of 0.3, 1.0, and 3.0 M!, collapsing
according to a Shu inside-out collapse model in which all mass becomes part of the star (Young & Evans 2005); they end when all infall stops, but the later stages are
highly uncertain. The three thin lines are model tracks with initial core masses of 1.0, 1.8, and 3.0 M!, collapsing with an accretion rate that decreases exponentially
with time and efficiencies such that the final stellar masses are 0.5, 0.3, and 0.5 M!, respectively (Myers et al. 1998). The right panel shows L′

bol and T ′
bol calculated

after corrections for extinction were applied to the observations, as described in Section 3.3. The vertical dashed lines show the boundaries between classes, as defined
by Chen et al. (1995). The heavy dashed line on the left is the ZAMS (D’Antona & Mazzitelli 1994) from 0.1 to 2 M!.
(A color version of this figure is available in the online journal.)

The lifetime for the Class 0 stage averaged over all clouds
is about 0.16 Myr, but only 0.043 Myr in Ophiuchus. The very
short lifetime often quoted for the Class 0 phase (0.01 Myr)
was originally derived from observations in Ophiuchus (André
& Montmerle 1994), but this now seems anomalous. If star
formation in Ophiuchus has declined from rates that were higher
about 0.1 Myr ago, the number of Class 0 sources would be
much lower compared to Class I sources. Such a scenario is
broadly consistent with the fact that Ophiuchus also has the
highest ratio of mass in YSOs to mass in dense gas of the
three clouds with Bolocam data (Table 4). Another factor that
may have contributed somewhat to the short Class 0 lifetime in
Ophiuchus is an overestimate of the number of Class I objects
(Section 7.2) because of very high extinction in the Ophiuchus
core.

The longer lifetime for the Class 0 phase in most clouds
is more consistent with the luminosity distribution shown in
Figure 13 and Enoch et al. (2009). In particular, there is no
clear evidence in our data for an early phase of very rapid mass
accretion, which would produce luminosities higher than the
mean values we observe. In fact, the luminosities seen in Class
0 sources are mostly similar to or less than predictions (Young &
Evans 2005) of the evolution in Lbol–Tbol space based on simple
inside-out collapse models (Shu 1977), with constant accretion
rates and unit efficiency. Models with mean accretion rates onto
the star faster than the Shu (1977) rate are not supported by
these observations.

For Class I sources, most of the observed Lbol fall well
below the predictions by Young & Evans (2005), suggesting that
accretion occurs at a rate even lower than that of the Shu picture,

which is the smallest among star-formation models. The mass in
the envelope, on the other hand, decreases about as predicted by
this model (Enoch et al. 2009). This result suggests that infall
occurs at about the rate expected in the Shu picture, but that
accretion onto the star occurs at a much lower rate most of the
time. The lower rate may be partially explained if only a fraction
ε of the available mass in a dense core winds up on the star. As
discussed earlier, comparison of the core mass function and the
IMF suggest ε ≈ 0.3. This helps explain the low luminosities,
but it is insufficient to explain the very low values that we see. In
addition, the spread in Lbol of 2–3 orders of magnitude at a given
Tbol range practically demand a picture in which accretion onto
the star is not steady. While no Class 0 sources have Lbol < 0.1
L! in Figure 13, this can be misleading; heating of a substantial
envelope just by the interstellar radiation field can produce an
apparent luminosity at this level (Evans et al. 2001). The effect
decreases as the envelope dissipates, but is still present during
the Class I phase.

The distribution of luminosities for all Class 0 or I sources
with millimeter emission is shown in Figure 14. The panels
on the bottom cover 1–20 L!; there are three sources more
luminous, with the most extreme at 70 L!. However, the vast
majority of sources have Lbol ! 3 L!. As shown in the top
panels, the trend of increasing numbers at lower luminosity
continues down to 0.1 L!, where selection effects come into
play. A more thorough study (Dunham et al. 2008) of the
low-luminosity end that dealt with these effects found 15
objects with internal luminosity, Lint ! 0.1 L!. Dunham
et al. (2008) was able to rule out a continued rise in the
luminosity distribution to lower luminosities, which could have
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plots for the embedded sources only and for the individual clouds are in Enoch et al. (2009). The color code is the same as in Figure 6 (Class I plotted as red, Flat
as green, Class II as blue, and Class III as purple). Also as in Figure 6, filled circles indicate sources associated with envelopes as traced by millimeter continuum
emission, while plus signs indicate sources with no such associations. The three thick lines are model tracks for initial core masses of 0.3, 1.0, and 3.0 M!, collapsing
according to a Shu inside-out collapse model in which all mass becomes part of the star (Young & Evans 2005); they end when all infall stops, but the later stages are
highly uncertain. The three thin lines are model tracks with initial core masses of 1.0, 1.8, and 3.0 M!, collapsing with an accretion rate that decreases exponentially
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by Chen et al. (1995). The heavy dashed line on the left is the ZAMS (D’Antona & Mazzitelli 1994) from 0.1 to 2 M!.
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The lifetime for the Class 0 stage averaged over all clouds
is about 0.16 Myr, but only 0.043 Myr in Ophiuchus. The very
short lifetime often quoted for the Class 0 phase (0.01 Myr)
was originally derived from observations in Ophiuchus (André
& Montmerle 1994), but this now seems anomalous. If star
formation in Ophiuchus has declined from rates that were higher
about 0.1 Myr ago, the number of Class 0 sources would be
much lower compared to Class I sources. Such a scenario is
broadly consistent with the fact that Ophiuchus also has the
highest ratio of mass in YSOs to mass in dense gas of the
three clouds with Bolocam data (Table 4). Another factor that
may have contributed somewhat to the short Class 0 lifetime in
Ophiuchus is an overestimate of the number of Class I objects
(Section 7.2) because of very high extinction in the Ophiuchus
core.

The longer lifetime for the Class 0 phase in most clouds
is more consistent with the luminosity distribution shown in
Figure 13 and Enoch et al. (2009). In particular, there is no
clear evidence in our data for an early phase of very rapid mass
accretion, which would produce luminosities higher than the
mean values we observe. In fact, the luminosities seen in Class
0 sources are mostly similar to or less than predictions (Young &
Evans 2005) of the evolution in Lbol–Tbol space based on simple
inside-out collapse models (Shu 1977), with constant accretion
rates and unit efficiency. Models with mean accretion rates onto
the star faster than the Shu (1977) rate are not supported by
these observations.

For Class I sources, most of the observed Lbol fall well
below the predictions by Young & Evans (2005), suggesting that
accretion occurs at a rate even lower than that of the Shu picture,

which is the smallest among star-formation models. The mass in
the envelope, on the other hand, decreases about as predicted by
this model (Enoch et al. 2009). This result suggests that infall
occurs at about the rate expected in the Shu picture, but that
accretion onto the star occurs at a much lower rate most of the
time. The lower rate may be partially explained if only a fraction
ε of the available mass in a dense core winds up on the star. As
discussed earlier, comparison of the core mass function and the
IMF suggest ε ≈ 0.3. This helps explain the low luminosities,
but it is insufficient to explain the very low values that we see. In
addition, the spread in Lbol of 2–3 orders of magnitude at a given
Tbol range practically demand a picture in which accretion onto
the star is not steady. While no Class 0 sources have Lbol < 0.1
L! in Figure 13, this can be misleading; heating of a substantial
envelope just by the interstellar radiation field can produce an
apparent luminosity at this level (Evans et al. 2001). The effect
decreases as the envelope dissipates, but is still present during
the Class I phase.

The distribution of luminosities for all Class 0 or I sources
with millimeter emission is shown in Figure 14. The panels
on the bottom cover 1–20 L!; there are three sources more
luminous, with the most extreme at 70 L!. However, the vast
majority of sources have Lbol ! 3 L!. As shown in the top
panels, the trend of increasing numbers at lower luminosity
continues down to 0.1 L!, where selection effects come into
play. A more thorough study (Dunham et al. 2008) of the
low-luminosity end that dealt with these effects found 15
objects with internal luminosity, Lint ! 0.1 L!. Dunham
et al. (2008) was able to rule out a continued rise in the
luminosity distribution to lower luminosities, which could have

Evans et al. 2009; 
Dunham et al. 2010

EPISODIC ACCRETION (onto protostar)
(e.g. Kenyon et al. 1990; Vorobyov & Basu 2006)
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3. APPLICATION TO SIMULATED DATA
To ascertain how well our procedures discriminate be-

tween powerlaw and lognormal distributions, we have
carried out our analysis on a large number of simulated
datasets. These simulations quantify how sensitively the
model selection process depends on the sample size and
mlim.

Distributions with NC samples above a completeness
limit of mlim for NC = 50 × 2n (n = 0, 1, 2, ..., 8) and
mlim = 0.1, 0.5, and 1.0M⊙ are drawn from the PDFs
of § 2.1. For powerlaw data, we draw from the distribu-
tion in Equation 1 for masses above m0 while for masses
between mlim and m0 we draw from Equation 2. The
powerlaw data are drawn such that the parent distribu-
tion is smooth and continuous at m0 = µ − σ2(1 − α).
Lognormal data are drawn from the distribution in Equa-
tion 2. For each sample size, Nc, and completeness limit,
mlim, 5000 distributions are realized and fit according to
the procedures outlined in § 2.

We use values σ = 1.0 and µ = 0 for all simulated
data, consistent with CMFs measured in nearby star-
forming regions (Enoch et al. 2008; Stanke et al. 2006).
For powerlaw data we use α = 2.5, close to the Salpeter
value of 2.35 (Salpeter 1955) and also consistent with
data from the literature (Reid & Wilson 2006b, also see
Table 2).

3.1. Likelihood Ratio Test
Figure 1 displays CR as a function of NC given differ-

ent values of mlim. The solid lines in the figure represent
the confidence with which the underlying powerlaw form
to the PDF can be discerned from a lognormal form.
The confidence is an increasing function of NC and a de-
creasing function of mlim expressed here as the fraction
of the characteristic mass of the distribution, mlim/mc.
The dependency on NC is expected and reflects the in-
creasing amount of information available to the likeli-
hood ratio test. The dependency on mlim arises because
a lognormal form can closely approach a powerlaw form
over a limited range for large negative values of µ̂ and
large positive values of σ̂. Therefore, as more data are
included below m0 stronger constraints can be placed on
the values of µ̂ and σ̂ thereby creating a larger discrep-
ancy between a lognormal model and the high mass tail
of the simulated data. We find that a lognormal form to
the CMF can be ruled out at the 95% confidence level
for a survey of intermediate sensitivity and sample sizes
greater than ≈ 500.

The dashed lines in Figure 1 represent the confidence
level with which a pure lognormal form to the PDF can
be distinguished from a one with a powerlaw tail. We
see that these curves are monotonically increasing for
NC � 100. The upturn in the lognormal data curves
at low NC is due to the effects of fitting a powerlaw to
a small number of data points. As NC increases, so do
the best fit values, m̂0 and α̂, thereby making a distinc-
tion between models more difficult than for the case of
powerlaw data. If m0 is forced to lie at some fraction
of mc, then results similar to the a powerlaw data (solid
lines) are obtained. The dependency of CR on mlim is
weaker for the lognormal data than the powerlaw data
since lower values of mlim produce only slightly better
lognormal fits.

Fig. 1.— The confidence with which the likelihood ratio test can
discern between a powerlaw and lognormal model for data gener-
ated from a powerlaw (solid lines) and lognormal (dashed lines)
probability distribution function as a function of the sample size,
NC. Data with completeness limits of 0.1, 0.5, and 1.0 times the
characteristic mass are shown in black, red, and blue, respectively.

3.2. Goodness-of-fit Test
Figure 2 shows the average value of pKS as a function of

NC generated by fitting the incorrect model to the simu-
lated data. For both the powerlaw and lognormal data,
the incorrect model produces poorer fits as the sample
size increases. Similar to the likelihood ratio test, it is
more difficult to rule out a powerlaw model from lognor-
mal data. However, the discrepancy between the critical
values of NC is smaller using this test.

For powerlaw data, �pKS� is a decreasing function of
mlim. This dependency comes about since the KS test
is most sensitive to the median of a distribution and the
powerlaw and lognormal models have median values that
become closer as mlim decreases. For lognormal data,
�pKS� is not a monotonic function of mlim for all values
of NC.

Fig. 2.— The average KS probability resulting from fitting a log-
normal model to powerlaw data (solid lines) or a powerlaw model
to lognormal data (dashed lines). Color conventions are the same
as in Figure 1.

Swift & 
Beaumont 09
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A. Stutz et al.: Dust-temperature structure of CB 244

Fig. 2. Dust-temperature (color) and hydrogen column density (white contours) in CB 244. The line-of-sight-averaged mean dust-temperature was
derived pixel by pixel from modified black-body SED fits to homogeneously beam-smoothed emission maps from Herschel PACS and SPIRE,
Spitzer MIPS70, and ground-based extinction mapping and submillimeter dust-continuum maps at 0.8 and 1.3 mm (see text for details). Column
density contours are at {0.1 (thick) 0.3, 0.5, 1 (thick), 2, 3.5, 5, and 7} × 1022 H/cm2. The peak column density in the prestellar core just reaches
1023 H/cm2. Two SEDs and the respective modified black-body fits are shown for the positions of the Class 0 protostar (“1”) and the prestellar
core (“2”). The yellow dashed ellipses indicate the areas used to calculate source masses (see Sect. 4). The 37′′ beam size is indicated by a grey
circle. White areas represent regions where there is not enough signal-to-noise and/or coverage to get a reliable fit.

pointing in the SPIRE data by cross-correlating the images with
the PACS 160 µm image; we found that the pointing offsets for
all three wavelengths are on order of 2′′ or smaller, and therefore
we did not correct for this. The SPIRE 250, 350, and 500 µm im-
ages are shown in Fig. 1.

2.2. Other data

Near-IR data: We observed CB 244 in the near-IR KS and
H bands using Omega2000 at the Calar Alto Observatory. The
15′ × 15′ field-of-view provided complete coverage of the glob-
ule. A standard near-IR data reduction scheme was adopted.
The extracted photometric data where calibrated using the Two
Micron All Sky Survey (2MASS; Skrutskie et al. 2006).
Following the NICE method (Lada et al. 1994), the observed
(H −KS) colors of stars were then related to visual extinction by
(H − KS) = 〈(H − KS)0〉 + 0.063 × AV , assuming the Rieke &
Lebofsky (1985) extinction law, where 〈(H − KS)0〉 is the mean
intrinsic color of the stars determined from edges of the field.
The AV values for each star were used to create an extinction
map. The resulting extinction map probes extinction values up
to AV ≈ 30 mag, with a 3σ error of about 3 mag at AV = 0 mag.
Spitzer data: The Spitzer observations presented here are from
two programs: the MIPS observations are from program 53
(P.I. Rieke), while the IRAC observations are from program 58
(P.I. Lawrence). The MIPS observations were reduced using the
data analysis tool (DAT; Gordon et al. 2005) according to steps
outlined in Stutz et al. (2007). The IRAC frames were processed
using the IRAC Pipeline v14.0, and mosaics were created from
the basic calibrated data (BCD) frames using a custom IDL pro-
gram (see Gutermuth et al. 2008).
(Sub)mm continuum data: The SCUBA 850 µm and the IRAM
1.3 mm maps are presented in Launhardt et al. (2010). The
850 µm and 1.3 mm maps cover both sources, but do not ex-
tend very far into the envelope. The maps have native beam
sizes of 14.9′′ (850 µm), and 10.9′′ (1.3 mm). For further de-
tails see Launhardt et al. (2010). In Fig. 1 we show the 850 µm
and 1.3 mm emission as contours.

3. Dust temperature and column density modeling

We used the PACS 100 and 160 µm, SPIRE 250, 350, and
500 µm data in conjunction with the NIR extinction map, MIPS
70 µm, SCUBA 850 µm, and IRAM 1.3 mm dust emission
maps to model the line-of-sight-averaged temperature and col-
umn density of CB 244. The calibrated maps were all homoge-
neously convolved to the largest FWHM beam size-of the data
set, the SPIRE 500 µm 37′′ beam, assuming Gaussian beam
profiles, and projected onto a common 8′′ pix−1 grid. This ap-
proach has the drawback that all spatial structures smaller than
this beam size are smoothed, but ensures that the fluxes at all
wavelengths in a given image pixel are derived from the same
area in the source. We corrected the filtering of large spatial-
scale emission in the PACS data using the Schlegel et al. (1998)
100 µm IRAS maps and the ISO Serendipity Survey observa-
tions at 170 µm: we added a zero level of emission of 0.3 and
0.8 mJy/'(′′ to the 100 and 160 µm maps, respectively.

For each image pixel, an SED was extracted and fitted
with a single-temperature modified black-body of the form
S ν = Ω Bν(ν, Td)

(
1 − e−τ(ν)

)
, where Ω is the solid angle of the

emitting element, Bν is the Planck function, Td is the dust-
temperature, and τ(ν) is the optical depth at frequency ν. In
a first iteration, we used a simple dust opacity model of the
form κν ∝ νβ to fit for β, using χ2 minimization. We found
that β = 1.9−2 fited the data best over the entire cloud. Note
that compact structures were smoothed out; therefore this can-
not be taken as evidence against grain growth in the centers of
the two dense cores. In a second step, we then fixed the dust
model to the Ossenkopf & Henning (1994) model for an MRN
grain size distribution, with thin ice mantles and no coagulation,
which has a κ1.3 mm = 0.51 cm2 g−1. The hydrogen-to-dust mass
ratio was fixed to the canonical value of 110 (e.g., Sodroski et al.
1997). We then searched for the optimum Td and hydrogen col-
umn density NH values (the two free parameters) by calculating
flux densities and AV values and then comparing to the emis-
sion and extinction observations, using χ2 minimization. The

Page 3 of 4
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Figure 1. Left: The PMF, ψp(m), for the four accretion models and the Chabrier IMF.
Right: The PLF, Ψp(L), for the same models assuming no tapering of the accretion rate, with
Fhigh = 0.25 and 〈tf 〉 = 0.56 Myr with the data from Dunham et al. (2010). Both panels adopt
a cluster upper mass mu = 3 M!.

longer time accreting and consequently weight the distribution towards higher masses. In
contrast, for competitive accretion, where all the protostars share the same protostellar
lifetime, the significantly larger number of low-mass protostars shifts the PMF towards
lower masses. Unfortunately, since we can’t directly measure the protostellar masses,
Figure 1a is not sufficient to observationally discriminate between the models.

For a more direct comparison, Offner & McKee (2010) calculate the PLF using the
predicted mass functions in combination with a stellar evolution model (see Offner et
al. 2009 for details). Figure 1b shows the PLF for each accretion model plotted with the
extinction corrected luminosities from Dunham et al. (2010). The model curves assume
that 25% of the mass is accreted during unseen bursts (Fhigh = 0.25) and 〈tf 〉 = 0.56 Myr.
This is equivalent to applying both the slow accretion and variable accretion solutions
and thus likely represents a lower bound on the predicted luminosities. For comparison
with Dunham et al. 2010, we adopt an upper bolometric luminosity uncertainty of 50%
and use the uncorrected bolometric luminosities to set a lower error bound.

The distributions can be characterized by the mean, median, and standard deviation.
For mu = 3 M! and Lmin = 0.05 L!, the fiducial models have means in the range 2.5
L! (2CTC) - 3.6 L! (CA), all a factor of ∼1.5-2 below the observed value: 5.3 +2.6

−1.9 L!.
We find that the mean luminosities fall in a narrower range, 2.6 L! (2CTC)- 3.4 L! (IS),
when the accretion rates taper off towards the end of the protostellar lifetime:

ṁ = ṁ0(m,mf )

[

1−

(

t

tf

)]

, (4.7)

where ṁ0(m,mf ) is the untapered accretion rate. (Foster & Chevalier 1993 found that
the accretion rate tapered off at late times in their 1D calculations, and Myers et al. 1998
included an exponential tapering in their models.) Only the non-tapered CA and tapered
IS models fall within the uncertainty, suggesting that the adopted lifetime may be too
high by as much as a factor of 2. In contrast, the fiducial medians, which range from 0.8
L! (CA) to 2.5 L! (IS), are in better agreement with the observed median of 1.5 +0.7

−0.4 L!.
The median of the TC (0.9 L!) and 2CTC (1.4 L!) models are within error and remain
so even for a lifetime reduced by a factor up to 2.4 and 1.6, respectively. The observed
standard deviation of logL, 0.7+0.2

−0.1 , is consistent with the 2CTC (0.6), TC (0.7) and CA

McKee & Offner 2010 
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within a parsec sized region. These massive cores are the progenitors of star clus-

ters. Since clusters have peak stellar surface densities of > 5000 pc−2 (Gutermuth
et al. 2005), sub-arcsecond resolution is needed to resolve individual clumps. In the
foreseeable future, this resolution can be achieved at millimeter and submillimeter

wavelengths only with interferometry, including ALMA, CARMA, the EVLA, and the
SMA. Combining these interferometric observations with complementary single dish

maps from CCAT, LMT, and GBT are necessary to recover all of the emission from
the molecular clouds.

Fig. 3.— Flux density versus wavelength for a 0.03M" clump at a distance of 1 kpc with a temperature of 10K
(orange curve) and 20K (blue). Symbols indicate the 5σ point-source detection limits for future wide-field continuum
surveys. CCAT and LMT sensitivities are calculated for imaging a 1 deg2 region in 1 hour with 20k pixel background
limited cameras. The upper point at 200µm is the CCAT mapping sensitivity, and the lower point at 200µm is the
sensitivity of a 1 hour pointed observation. The relative low sensitivity at 200µm is due to atmospheric transmission.
Also shown are the 5σ detection limits for JCMT/SCUBA2 surveys of an equivalent area, and for the Herschel key
project tomap the galactic plane. This figure illustrates that continuumsurveyswith next-generationbolometer cameras
on 25-50m class submillimeter telescopes (CCAT, LMT) will detect cold (10-20K) clumps capable of forming isolated
brown dwarfs out to distances of 1 kpc. Multiple wavelengths measures will further enable measurements of the dust
temperatures and dust emissivity.
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Figure 13. Bolometric luminosity (Lbol) is plotted vs. the bolometric temperature (Tbol) for all sources with sufficient data to properly constrain the values. Similar
plots for the embedded sources only and for the individual clouds are in Enoch et al. (2009). The color code is the same as in Figure 6 (Class I plotted as red, Flat
as green, Class II as blue, and Class III as purple). Also as in Figure 6, filled circles indicate sources associated with envelopes as traced by millimeter continuum
emission, while plus signs indicate sources with no such associations. The three thick lines are model tracks for initial core masses of 0.3, 1.0, and 3.0 M!, collapsing
according to a Shu inside-out collapse model in which all mass becomes part of the star (Young & Evans 2005); they end when all infall stops, but the later stages are
highly uncertain. The three thin lines are model tracks with initial core masses of 1.0, 1.8, and 3.0 M!, collapsing with an accretion rate that decreases exponentially
with time and efficiencies such that the final stellar masses are 0.5, 0.3, and 0.5 M!, respectively (Myers et al. 1998). The right panel shows L′

bol and T ′
bol calculated

after corrections for extinction were applied to the observations, as described in Section 3.3. The vertical dashed lines show the boundaries between classes, as defined
by Chen et al. (1995). The heavy dashed line on the left is the ZAMS (D’Antona & Mazzitelli 1994) from 0.1 to 2 M!.
(A color version of this figure is available in the online journal.)

The lifetime for the Class 0 stage averaged over all clouds
is about 0.16 Myr, but only 0.043 Myr in Ophiuchus. The very
short lifetime often quoted for the Class 0 phase (0.01 Myr)
was originally derived from observations in Ophiuchus (André
& Montmerle 1994), but this now seems anomalous. If star
formation in Ophiuchus has declined from rates that were higher
about 0.1 Myr ago, the number of Class 0 sources would be
much lower compared to Class I sources. Such a scenario is
broadly consistent with the fact that Ophiuchus also has the
highest ratio of mass in YSOs to mass in dense gas of the
three clouds with Bolocam data (Table 4). Another factor that
may have contributed somewhat to the short Class 0 lifetime in
Ophiuchus is an overestimate of the number of Class I objects
(Section 7.2) because of very high extinction in the Ophiuchus
core.

The longer lifetime for the Class 0 phase in most clouds
is more consistent with the luminosity distribution shown in
Figure 13 and Enoch et al. (2009). In particular, there is no
clear evidence in our data for an early phase of very rapid mass
accretion, which would produce luminosities higher than the
mean values we observe. In fact, the luminosities seen in Class
0 sources are mostly similar to or less than predictions (Young &
Evans 2005) of the evolution in Lbol–Tbol space based on simple
inside-out collapse models (Shu 1977), with constant accretion
rates and unit efficiency. Models with mean accretion rates onto
the star faster than the Shu (1977) rate are not supported by
these observations.

For Class I sources, most of the observed Lbol fall well
below the predictions by Young & Evans (2005), suggesting that
accretion occurs at a rate even lower than that of the Shu picture,

which is the smallest among star-formation models. The mass in
the envelope, on the other hand, decreases about as predicted by
this model (Enoch et al. 2009). This result suggests that infall
occurs at about the rate expected in the Shu picture, but that
accretion onto the star occurs at a much lower rate most of the
time. The lower rate may be partially explained if only a fraction
ε of the available mass in a dense core winds up on the star. As
discussed earlier, comparison of the core mass function and the
IMF suggest ε ≈ 0.3. This helps explain the low luminosities,
but it is insufficient to explain the very low values that we see. In
addition, the spread in Lbol of 2–3 orders of magnitude at a given
Tbol range practically demand a picture in which accretion onto
the star is not steady. While no Class 0 sources have Lbol < 0.1
L! in Figure 13, this can be misleading; heating of a substantial
envelope just by the interstellar radiation field can produce an
apparent luminosity at this level (Evans et al. 2001). The effect
decreases as the envelope dissipates, but is still present during
the Class I phase.

The distribution of luminosities for all Class 0 or I sources
with millimeter emission is shown in Figure 14. The panels
on the bottom cover 1–20 L!; there are three sources more
luminous, with the most extreme at 70 L!. However, the vast
majority of sources have Lbol ! 3 L!. As shown in the top
panels, the trend of increasing numbers at lower luminosity
continues down to 0.1 L!, where selection effects come into
play. A more thorough study (Dunham et al. 2008) of the
low-luminosity end that dealt with these effects found 15
objects with internal luminosity, Lint ! 0.1 L!. Dunham
et al. (2008) was able to rule out a continued rise in the
luminosity distribution to lower luminosities, which could have
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Figure 13. Bolometric luminosity (Lbol) is plotted vs. the bolometric temperature (Tbol) for all sources with sufficient data to properly constrain the values. Similar
plots for the embedded sources only and for the individual clouds are in Enoch et al. (2009). The color code is the same as in Figure 6 (Class I plotted as red, Flat
as green, Class II as blue, and Class III as purple). Also as in Figure 6, filled circles indicate sources associated with envelopes as traced by millimeter continuum
emission, while plus signs indicate sources with no such associations. The three thick lines are model tracks for initial core masses of 0.3, 1.0, and 3.0 M!, collapsing
according to a Shu inside-out collapse model in which all mass becomes part of the star (Young & Evans 2005); they end when all infall stops, but the later stages are
highly uncertain. The three thin lines are model tracks with initial core masses of 1.0, 1.8, and 3.0 M!, collapsing with an accretion rate that decreases exponentially
with time and efficiencies such that the final stellar masses are 0.5, 0.3, and 0.5 M!, respectively (Myers et al. 1998). The right panel shows L′

bol and T ′
bol calculated

after corrections for extinction were applied to the observations, as described in Section 3.3. The vertical dashed lines show the boundaries between classes, as defined
by Chen et al. (1995). The heavy dashed line on the left is the ZAMS (D’Antona & Mazzitelli 1994) from 0.1 to 2 M!.
(A color version of this figure is available in the online journal.)

The lifetime for the Class 0 stage averaged over all clouds
is about 0.16 Myr, but only 0.043 Myr in Ophiuchus. The very
short lifetime often quoted for the Class 0 phase (0.01 Myr)
was originally derived from observations in Ophiuchus (André
& Montmerle 1994), but this now seems anomalous. If star
formation in Ophiuchus has declined from rates that were higher
about 0.1 Myr ago, the number of Class 0 sources would be
much lower compared to Class I sources. Such a scenario is
broadly consistent with the fact that Ophiuchus also has the
highest ratio of mass in YSOs to mass in dense gas of the
three clouds with Bolocam data (Table 4). Another factor that
may have contributed somewhat to the short Class 0 lifetime in
Ophiuchus is an overestimate of the number of Class I objects
(Section 7.2) because of very high extinction in the Ophiuchus
core.

The longer lifetime for the Class 0 phase in most clouds
is more consistent with the luminosity distribution shown in
Figure 13 and Enoch et al. (2009). In particular, there is no
clear evidence in our data for an early phase of very rapid mass
accretion, which would produce luminosities higher than the
mean values we observe. In fact, the luminosities seen in Class
0 sources are mostly similar to or less than predictions (Young &
Evans 2005) of the evolution in Lbol–Tbol space based on simple
inside-out collapse models (Shu 1977), with constant accretion
rates and unit efficiency. Models with mean accretion rates onto
the star faster than the Shu (1977) rate are not supported by
these observations.

For Class I sources, most of the observed Lbol fall well
below the predictions by Young & Evans (2005), suggesting that
accretion occurs at a rate even lower than that of the Shu picture,

which is the smallest among star-formation models. The mass in
the envelope, on the other hand, decreases about as predicted by
this model (Enoch et al. 2009). This result suggests that infall
occurs at about the rate expected in the Shu picture, but that
accretion onto the star occurs at a much lower rate most of the
time. The lower rate may be partially explained if only a fraction
ε of the available mass in a dense core winds up on the star. As
discussed earlier, comparison of the core mass function and the
IMF suggest ε ≈ 0.3. This helps explain the low luminosities,
but it is insufficient to explain the very low values that we see. In
addition, the spread in Lbol of 2–3 orders of magnitude at a given
Tbol range practically demand a picture in which accretion onto
the star is not steady. While no Class 0 sources have Lbol < 0.1
L! in Figure 13, this can be misleading; heating of a substantial
envelope just by the interstellar radiation field can produce an
apparent luminosity at this level (Evans et al. 2001). The effect
decreases as the envelope dissipates, but is still present during
the Class I phase.

The distribution of luminosities for all Class 0 or I sources
with millimeter emission is shown in Figure 14. The panels
on the bottom cover 1–20 L!; there are three sources more
luminous, with the most extreme at 70 L!. However, the vast
majority of sources have Lbol ! 3 L!. As shown in the top
panels, the trend of increasing numbers at lower luminosity
continues down to 0.1 L!, where selection effects come into
play. A more thorough study (Dunham et al. 2008) of the
low-luminosity end that dealt with these effects found 15
objects with internal luminosity, Lint ! 0.1 L!. Dunham
et al. (2008) was able to rule out a continued rise in the
luminosity distribution to lower luminosities, which could have
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