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The story in 2013...

• SCUBA-2, LABOCA + Herschel Galactic Plane surveys 
have identified pretty much all the massive star 
formation in the Galaxy

• At the pre- and proto-cluster level (0.1-0.2 pc) we are 
pretty much complete to a mass sensitivity of ~ few 10s 
M⊙ and with SEDs from 70 - 850 µm

• Can also combine with high resolution IR data from 
Spitzer, VLT etc, plus mm/sub-mm/radio-waves from 
CARMA, PdB, VLA, ALMA...

• We don’t need a wide-field long-wavelength survey 
machine
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SCUBA 850 µm image of G29.96-0.02

G29 East G29.96 “HMPO”
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PdBI 1.2 mm continuum contours
Spitzer 4.5 µm colourscale

G29 East

Fragmented chain of massive 
(25-100 M⊙) clumps

Early stage in formation of 
massive stellar cluster

Brightest clump has methanol 
maser (massive YSO)

PdBI resolution 2.1” x 1.5” 
similar to CCAT at 200 µm



De Buizer et al 2005

Biggest problem is lack of arcsec-
resolution FIR data

Colder mid-IR dark clumps like 
G29E should peak @ 200-300 µm

Can’t adequately constrain 
temperature, dust emissivity, mass 
or luminosity of the clumps

Systematic effects in deriving 
clump mass function (colder 
clumps are higher mass)

ALMA/SMA
CARMA/PdBI

Table 5 lists the values of the parameters of our best-fit mod-
els: the inner, outer, and centrifugal radii of the envelope, the stel-
lar luminosity, the reference density at 1 AU, and the inclination
angle. Our best-fit model SEDs are shown in Figures 5, 6, and 7.
Table 6 lists other derived parameters for each source: the mass
of the envelope, its temperature at a radius of 1000 AU, the mass
and spectral type of the central protostar, the mass accretion rate,
the rate of ionizing photons, and the critical mass accretion rate.
These parameters have been derived following the procedures
explained in the footnotes to the table.

5.1. G11.94!0.62 HMPO

This HMPO has been observed through continuum measure-
ments atmillimeter (Watt &Mundy 1999), submillimeter, (Walsh
et al. 2003), and mid-infrared wavelengths. The submillimeter
data are used in our modeling only as upper limits, since they
have been obtained with a large beam (1000–1800) and therefore
it is not possible to separate the emission of the nearby UC H ii
region from that of the HMPO. Likewise, the millimeter flux den-
sities are also used as upper limits, since the analysis of Watt &
Mundy (1999) suggests that the millimeter emission observed to-
ward this source corresponds to free-free emission of the nearby
UC H ii region with a negligible contribution from dust.

In general, to constrain the physical parameters of the sources,
we use the observed SED, as well as the information on size and
morphology given by the images. However, the G11.94!0.62
HMPO source appears unresolved in the near- and mid-infrared
images (see Fig. 1), and therefore we have only an upper limit for
its size.
Because we considered the far-infrared, submillimeter, and

millimeter data only as upper limits, the luminosity of this source
is constrained essentially by the data at wavelengths near 20 !m
that indicate that this is a low-luminosity source. We obtain
a value of 75 L" for the luminosity of this object, correspond-
ing to a A0 star of 5M". Since we only have upper limits for the
flux densities in the submillimeter-millimeter wavelength range,
we cannot constrain the density and inclination simultaneously.
Therefore, we searched for fits both at low (i ¼ 20$ 30$) and high
inclination angles (i ¼ 50$ 60$). At low inclination angles, we
obtained a quite good fit for i ¼ 30$, "1 AU ¼ 7:5 ; 10!13 g cm!3,
and Rc ¼ 30 AU (Fig. 5, dot-dashed line), but this model predicts
toomuch emission at 18.3 and 24.6 !m. In order to reproduce the

TABLE 5

Parameters of the Best-Fit Models

HMPO #
Rin

(AU)

Rout

(AU)

Rc

(AU)

L%
(L" )

"1 AU

(g cm!3)

i

(deg)

G11.94!0.62.............. 2.5 2 5000 30 75 1.5 ; 10!13 53

G29.96!0.02.............. 2.5 245 12000 570 18000 3.0 ; 10!11 12

G45.07+0.13 .............. 2.5 227 9000 370 25000 5.3 ; 10!12 35

Fig. 5.—Observed and model SEDs for the source G11.94!0.62 HMPO.
The different symbols represent the observed values of the flux density. Error
bars are 3 $. Upper limits are represented by arrows. Solid line represents the
best-fit model, obtained with i ¼ 53$, Rc ¼ 30AU, L% ¼ 75 L" , and "1 AU ¼ 2 ;
10!13 g cm!3 (see Table 5), while the dotted line represents a model with the same
i and "1AU, but with Rc ¼ 100AU. The dot-dashed line represents a model with a
low inclination angle of i ¼ 30$, with Rc ¼ 30AUand"1 AU ¼ 7:5 ; 10!13 g cm!3.
The adopted distance is 4.2 kpc (Hofner & Churchwell 1996).

Fig. 6.—Observed and model SEDs for the source G29.96!0.02 HMPO.
The different symbols represent the observed values of the flux density. Error bars
are 3 $ for the IR data. The 2.7 mm error bars correspond to the uncertainties
assigned byOlmi et al. (2003) due to the subtractionmethod employed. No errors
are available for the remaining millimeter flux densities. Upper limits are rep-
resented by arrows. The solid line represents the best-fit model, obtained with
i ¼ 12$, Rc ¼ 570 AU, L% ¼ 1:8 ; 104 L", and "1 AU ¼ 3 ; 10!11 g cm!3 (see
Table 5). The dotted line represents the best-fit model obtained by using only the
mid-infrared data, with i ¼ 12$, Rc ¼ 380 AU, L% ¼ 2:4 ; 103 L", and "1 AU ¼
5 ; 10!12 g cm!3. Note that the 9.7 !m is only an upper limit and cannot dis-
criminate between the two models in terms of the depth of the absorption feature.
The adopted distance is 8.4 kpc (Sewilo et al. 2004). Note that both models have
the same inclination angle, but differ significantly in the luminosity and density.
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VLT/Gemini
Spitzer
Herschel PACS

Largest massive star formation driver for CCAT is 
~ arcsecond resolution at 200 µm


