
part of numerous theoretical treatments of the physics of high-
temperature superconductors, in both the normal and superconduct-
ing states, but until now their presence had never been directly
confirmed experimentally. This locally non-dispersive structure has
been invoked, for example, to explain the striking differences
observed between the in-plane and out-of-plane normal state con-
ductivities jab(q,T) and j’(q,T) (refs 5, 6). In the superconducting
state, these t’(f) zeros coincide precisely with nodes in the d-wave
order parameter27. This vanishing of c-axis tunnelling right at the
gap nodes is thought to be responsible for the striking differences in
the T-dependencies of the in-plane and out-of-plane penetration
depths lab(T) and l’(T) (ref. 7), the absence of the zero-bias
conductance peak inside the d-wave vortex core8 and the slowly
decaying tails in the tunnelling conductance around each vortex9.

Finally, the experimental demonstration of the existence of a 3D
coherent FS in Tl2201 represents a significant challenge to models of
high-Tc superconductivity based on purely 2D electron motion
within the CuO2 planes. Although Tl2201 at this level of doping
clearly comes from the side of the phase diagram in which more
conventional behaviour is observed28, it is still a high-temperature
superconductor (Tc < 20 K). Moreover, its normal state resistive
anisotropy (r’/rab < 1,000; ref. 16) is actually larger than that seen
in some optimally doped materials, so it seems likely that the
findings reported here will apply to a wider range of dopings. In
common with other studies of Tl2201 (ref. 29), this work supports a
model of the normal state based around fermionic quasiparticles.
How and where this model breaks down as the Mott insulator is
approached at half-filling of course remains an important out-
standing issue. However, in providing crucial information on the
dimensionality of the conducting planes, AMRO may prove to
become an ideal complementary probe to ARPES in exploring this
evolution of the electronic ground state in copper oxides across the
phase diagram. A
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Cryogenic detectors are extremely sensitive and have a wide
variety of applications1–3 (particularly in astronomy4–8), but are
difficult to integrate into large arrays like a modern CCD (charge-
coupled device) camera. As current detectors of the cosmic
microwave background (CMB) already have sensitivities com-
parable to the noise arising from the random arrival of CMB
photons, the further gains in sensitivity needed to probe the very
early Universe will have to arise from large arrays. A similar
situation is encountered at other wavelengths. Single-pixel X-ray
detectors now have a resolving power of DE < 5 eV for single
6-keV photons, and future X-ray astronomy missions7 anticipate
the need for 1,000-pixel arrays. Here we report the demonstration
of a superconducting detector that is easily fabricated and can
readily be incorporated into such an array. Its sensitivity is
already within an order of magnitude of that needed for CMB
observations, and its energy resolution is similarly close to the
targets required for future X-ray astronomy missions.

Among cryogenic detectors, superconducting detectors are
especially attractive because thin-film deposition and lithographic
patterning techniques may be used to produce large arrays. Several
types have been demonstrated, including tunnel junction detec-
tors4,9,10 and transition-edge sensors11. These have nearly achieved
the desired performance5,6,8,12–14 for energy-resolved detection of
individual optical/ultraviolet/X-ray photons and sensitive power
detection at millimetre and submillimetre wavelengths. However,
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these detectors have generally been used with individual preampli-
fiers and wiring for the output signals, which is clearly impractical
for large arrays. Instead, a multiplexed readout approach is needed,
in which preamplifiers and signal wiring are shared among multiple
detectors. Multiplexing schemes are now being developed for
transition-edge sensors15,16, but will require complex, custom-
designed superconducting electronics, located close to the detector
array. Our detector concept17 is based on the microwave measure-
ment of the complex impedance of a thin superconducting film, and
allows a simple frequency-domain approach to multiplexing. This
results in a dramatic simplification of the detector array and
associated cryogenic electronics, and harnesses the rapid advances
in wireless communications electronics. The results we present
include the demonstration of single X-ray photon detection with
a high signal-to-noise ratio and a measurement of the detector
noise. Although much work remains to be done to optimize the
performance, and to produce and use practical detector arrays, the
devices already achieve very interesting levels of sensitivity.

In order to explain the operation of our detector, we must quickly
review the electrodynamics of superconductors18. As its name
implies, a superconductor has zero resistance for d.c. electrical

current. This supercurrent is carried by pairs of electrons, known
as Cooper pairs. Cooper pairs are bound together by the electron–
phonon interaction, with a binding energy 2D < 3.5kBTc, where Tc

is the superconducting transition temperature. However, supercon-
ductors have a nonzero impedance for a.c. currents. An electric field
applied near the surface of a superconductor causes the Cooper
pairs to accelerate, allowing energy storage in the form of kinetic
energy. Because the supercurrent is non-dissipative, this energy may
be extracted by reversing the electric field. Similarly, energy may be
stored in the magnetic field inside the superconductor, which
penetrates only a short distance, l < 50 nm, from the surface.
The overall effect is that a superconductor has a surface inductance
L s ¼ m0l, due to the reactive energy flow between the super-
conductor and the electromagnetic field. The surface impedance
Zs ¼ Rs þ iqLs also includes a surface resistance Rs, which describes
a.c. losses at angular frequency q caused by the small fraction of
electrons that are not in Cooper pairs, which are called ‘quasipar-
ticles’. For temperatures T much lower than Tc, Rs ,, qLs.

Photons with sufficient energy (hn . 2D) may break apart one or
more Cooper pairs (Fig. 1a). The absorption of a high-energy
photon creates Nqp < hhn/D quasiparticles; the excess quasiparti-

Figure 1 An illustration of the detection principle. a, Photons with energy hn . 2D are

absorbed in a superconducting film cooled to T ,, Tc, breaking Cooper pairs and

creating a number of quasiparticle excitations Nqp ¼ hhn/D. In this diagram, Cooper

pairs (C) are shown at the Fermi level, and the density of states for quasiparticles18, Ns(E ),

is plotted as the shaded area as a function of quasiparticle energy E. b, The increase in

quasiparticle density changes the (mainly inductive) surface impedance Zs ¼ R s þ iq Ls

of the film, which is used as part of a microwave resonant circuit. The resonant circuit is

depicted schematically here as a parallel LC circuit which is capacitively coupled to a

through line. The effect of the surface inductance L s is to increase the total inductance L,

while the effect of the surface resistance Rs is to make the inductor slightly lossy (adding a

series resistance). c, On resonance, the LC circuit loads the through line, producing a dip

in its transmission. The quasiparticles produced by the photons increase both L s and R s,

which moves the resonance to lower frequency (due to L s), and makes the dip broader and

shallower (due to R s). Both of these effects contribute to changing the amplitude

(producing power change dP ) (c) and phase (d) of a microwave probe signal transmitted

though the circuit. The definition of the phase angle used here is explained in Fig. 3. The

amplitude and phase curves shown in this illustration are actually the data measured for

the test device (Fig. 2) at 120 mK (solid lines) and 260 mK (dashed lines). This choice of

circuit design, which has high transmission away from resonance, is very well suited for

frequency-domain multiplexing, because multiple resonators operating at slightly

different frequencies could all be coupled to the same through line.

Figure 2 A microscope photograph of the device tested. Light and dark regions are the

aluminium film and bare sapphire substrate, respectively. A, coplanar waveguide (CPW)

through line used for excitation and readout. B, Meandered quarter-wavelength resonator

section, with an overall length of 3 mm, and resonance frequency around 10 GHz. C,

coupling capacitor. D, short-circuit termination. The coupling region is magnified in the

inset; the diagram shows the equivalent circuit. Both CPW lines have a 50 Q characteristic

impedance, and are fabricated from a single 2,200-Å-thick aluminum film (T c ¼ 1.23 K)

using standard contact photolithography. The centre conductor of width 3 mm is

separated by 2-mm gaps from ground planes on either side. The fraction a of the total

inductance per unit length contributed by the surface inductance of the aluminium film

can be written as a sum of centre strip and ground plane terms, a ¼ acentre þ aground.

These are calculated to be acentre < 0.04 and aground < 0.02 using a finite-element

method26, assuming an effective penetration depth l ¼ 50 nm. The measured resonator

quality factor Q ¼ f0 /Df is 52,500 at low temperatures T ,, Tc (Fig. 1). This device is

mainly sensitive to photon events in the centre strip (V ¼ 2,000 mm3) of the CPW line

rather than in the ground plane, because the microwave current in the ground plane is

concentrated near the edge of the CPW line; quasiparticles generated in the ground plane

near the edge of the CPW line can easily diffuse away. Similarly, the device is more

sensitive to centre strip events occurring near the short-circuited end, where the

standing-wave pattern of the microwave current reaches a maximum. Quasiparticles

generated in the centre strip may also diffuse out of the short-circuited end; the peak

response therefore occurs roughly one diffusion length (,1 mm) from this end. Photon

events in the through line are not seen, because there is no resonant enhancement of the

surface impedance effect.
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cles subsequently recombine into Cooper pairs on timescales
tqp < 1023–1026 s. Here h < 0.57 is the efficiency with which the
photon energy is converted to quasiparticles19. During this time, the
quasiparticles can diffuse over a distance of l <

ffiffiffiffiffiffiffiffiffi
Dtqp

p
; where D is

the diffusion constant of the material. Similarly, the absorption of a
steady stream of low-energy (millimetre/submillimetre) photons
would raise the steady-state quasiparticle density by an amount dnqp

above its thermal equilibrium value. Our detectors make use of the
dependence of the surface impedance Zs on quasiparticle density.
Although the changes dZs are quite small, very sensitive measure-
ments may be made using a resonant circuit (Fig. 1b). Changes in Ls

and Rs affect the frequency and width of the resonance, respectively,
changing the amplitude and phase of a microwave signal trans-
mitted through the circuit (Fig. 1c and d).

The change in surface impedance dZs may be expressed as dZs ¼
dnqp›Zs=›nqp; where the derivative depends on q, T, and material
parameters, and may be calculated using the Mattis–Bardeen
theory20. Very crudely, we expect the fractional surface impedance
change to be comparable to the fraction of Cooper pairs that are
broken. This leads to the estimate dLs=Ls < dnqp=2N0D;where N0 is
the single spin density of states at the Fermi level, as N0D can be
thought of as the density of Cooper pairs. The resulting fractional
change in the resonance frequency f 0 is jdf j=f 0 ¼ 0:5adLs=Ls;where

a is the fraction of the circuit inductance that is contributed by the
surface inductance Ls. For our test device (Fig. 2), which has
a < 0.04, V ¼ 2,000 mm3 and D < 0.171 meV (Fig. 3), we expect
jdf j=f 0 < 5 £ 1025 when a single 5.9-keV X-ray photon is absorbed
(Fig. 4). This frequency shift should be compared against the width
of the resonance, which is Df =f 0 ¼Q21 ¼ 2 £ 1025; as the quality
factor of our test device is Q ¼ 52,500 at low temperatures. Thus, we
conclude that single 5.9-keV X-ray photons should easily be
detectable, driving the resonator nearly off-resonance, and produ-
cing large phase shifts of the order of 1808. In fact, this is what is
observed (Fig. 4). In this example, the fraction of Cooper pairs that
are broken is quite small, of the order of 2 £ 1023. This allows us to
regard the derivative ›Zs /›nqp as being essentially constant.

We studied a device with a quarter-wavelength transmission line
resonator (Fig. 2). This circuit is the transmission line equivalent of
the lumped element resonator shown in Fig. 1b. A homodyne
detection scheme (Fig. 3, right inset) is used to measure the
transmission amplitude and phase at the resonance frequency as a
function of time. We convert the time-dependent transmission
measurements into a phase angle, v(t), as indicated in Fig. 3 (left
inset). Figure 3 shows the measured and calculated phase angle
versus Nqp, the total number of quasiparticles in the centre strip of
the coplanar waveguide (CPW) line, obtained by varying the

Figure 3 The microwave measurement set-up and the phase calibration of the detector. A

low-phase noise microwave synthesizer (right inset) generates the fixed-frequency signal

used to excite the detector, which is cooled in a dilution refrigerator. After transmission

through the device, the signal is amplified by a broadband cryogenic HEMT amplifier

with ,50 K noise temperature (including cable loss) and a room-temperature amplifier.

An IQ (inphase-quadrature) mixer is used to measure the amplitude and phase of the

transmitted signal as a function of time. The left inset shows the measured resonance

trajectory as a function of frequency in the IQ plane (in arbitrary units), at 120 mK. The

point plotted on the resonance circle indicates the resonance frequency. As shown by the

arrow, the phase angle, v, is calculated relative to this point using the centre of the circle

as the reference. At low quasiparticle densities, this phase angle depends only on Ls and

is proportional to the actual microwave phase shift through the device. The points on the

main plot show the measured phase angle, v, as a function of the calculated number of

thermal quasiparticles in the central conductor of the resonator,

Nqp(T ) ¼ nqpV ¼ 2N0V (2pk BTD)1/2exp(2D/k BT ), obtained by varying the

temperature T. Here N 0 ¼ 1.72 £ 1010 mm23 eV21 is the single-spin density of states

at the Fermi surface, including the electron–phonon enhancement factor27. The line gives

the phase calculated from theory for a ¼ 0.061 (Fig. 2), D ¼ 0.171 meV,

Q (T ¼ 0) ¼ 52,500 (limited by coupling), and assuming the Mattis–Bardeen theory 20 for

Z s in the extreme anomalous limit (as y0 < 1,600 nm .. l0 ¼ 16 nm for aluminium).

The value of D is in reasonable agreement28 with the measured T c ¼ 1.23 K. These

parameter values also reproduce the measured temperature dependence of the

frequency shift df (T ) ¼ f (T ) 2 f (0) and quality factor Q (T ) of the resonance, according

to df (T )/f (0) ¼ 2adL s(T )/2L s(0) and Q 21(T ) ¼ Q 21(0) þ aR s(T )/qL s(0).

Figure 4 Single-photon X-ray pulses measured at 70 and 300 mK. The phase is

calculated from the time-domain IQ data (Fig. 3). The data points are taken at 2-ms

intervals and are statistically independent. To compare pulse heights from absorption

events in the centre strip to the thermal calibration of Fig. 3, we should multiply by

acentre /a < 0.66. On the other hand, the thermal quasiparticles are distributed uniformly

throughout the device, whereas the largest X-ray events will be those from X-rays

absorbed near the sensitive shorted end. These two effects approximately cancel. A

simple exponential decay does not describe the pulses well, except in the tails. In the

inset, we compare the decay times measured using the tails of the pulses to the

theoretical quasiparticle recombination time (solid line), trec, calculated by Kaplan29. At

high temperatures the measured decay times lie above the theoretical curve, but have a

similar temperature dependence, whereas at low temperatures the measured decay

times saturate. The measured decay times are expected to be larger than trec owing to

phonon trapping. The saturation could have a number of explanations: for example, an

excess background quasiparticle population due to stray radiation; or trapping and

recombination at defects, grain boundaries, or fluxons (due to Earth’s field), where the gap

parameter is reduced. Quasiparticles may also diffuse out of the centre strip through the

shorted end of the resonator. The average diffusion length before recombination can be

expected to be of the order of 1 mm. If the decay time saturation is due to excess

background quasiparticles, we estimate Nqp < 2 £ 106 by calculating the thermal

density at the saturation temperature. This value of Nqp would not significantly modify the

coupling-limited low-temperature Q of the resonator, but is approximately consistent with

an estimate of the internal resonator loss obtained using the depth of the transmission dip.
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temperature. The responsivity ›v/Nqp is fairly constant for low
quasiparticle concentrations, when Q is close to its low-temperature
limit Q(0). At higher quasiparticle densities, the phase responsivity
decreases as the resonance moves off the excitation frequency and
becomes broader.

We investigated the photoresponse of the device using an 55Fe
source, which emits 5.9-keV X-rays. Pulses of various amplitudes
are observed, as expected, as the resonator has a position-dependent
response owing to the standing-wave current distribution. Quasi-
particle outdiffusion also plays a role (Fig. 2). The largest events are
identified with hits on the centre strip near the shorted end. Sample
X-ray events of this type measured at 70 mK and 300 mK are shown
in Fig. 4. The X-rays create approximately19 hE xray/D < 2 £ 107

quasiparticles, which should saturate the detector (Fig. 3) and
produce a peak phase shift approaching 1808, as observed.

We can estimate the noise equivalent power (NEP) of the detector
as a function of frequency q using the measured phase noise power
spectrum S v(q) along with the measured responsivity ›v/›Nqp

(Fig. 3):

NEP2ðqÞ ¼ SvðqÞ
ht0

D

›v

›Nqp

� �22

ð1þq2t2
0Þ ð1Þ

where t0, the response time of the detector, is determined from the
pulse tails. Figure 5 shows the estimated NEP at 100 mK, and the

estimated contributions of the amplifier and synthesizer phase
noise. The energy resolution can be estimated21 from NEP(q),
giving DE ¼ 11 eV, which is consistent with the pulse signal-to-
noise ratio. It is important to note that the present device cannot
actually be used for spectroscopy at this resolution owing to its
position-dependent response; a more sophisticated device will be
needed (see below). Nonetheless, this result indicates the potential
of the concept.

The intrinsic noise at T ,, Tc is expected to arise from random
generation and recombination of quasiparticles22,23, which should
be negligible at 100 mK if the quasiparticle population is thermal.
Although it is possible that there are excess quasiparticles—for
example, generated by stray radiation—limits may be set on this
excess population using the observed saturation of t0 (Fig. 4), which
in turn gives a generation-recombination NEP limit of
6 £ 10218 W Hz21/2 (Fig. 5). The measured noise appears to be
larger than the estimated readout and intrinsic noise; this is clearly
an important area for further research.

Frequency multiplexing is accomplished by coupling an array of
many resonators with slightly different resonance frequencies to a
common transmission line. A single cryogenic HEMT (high elec-
tron mobility transistor) amplifier is capable of amplifying the
output signals from a large number of detectors, as many as 103–104,
depending on the amplifier bandwidth and the detector frequency
spacing. This depends on the Q and the lithographic control of
the resonances. An array of synthesizers and quadrature receivers
at room temperature completes the system, and is readily
implemented using miniature, low-cost, low-power integrated
circuits developed for wireless communications.

Practical detectors will require efficient coupling of photons or
quasiparticles into the sensitive end of the resonators. Fortunately,
methods developed for other types of superconducting detectors
may be reused. Planar antennas with microstrip lines24 work well at
millimetre wavelengths, and tantalum superconducting films pro-
vide excellent optical/ultraviolet/X-ray quantum efficiency4,8,14.
Diffusion and quasiparticle trapping14,25 allow the separation of
absorber and detector functions, which provides considerable
flexibility for detector optimization.

Although the demonstrated performance is already good enough
for some applications—such as ground-based submillimetre ima-
ging—better sensitivity is desirable. What are the fundamental
limits? The amplifier noise contribution can be substantially
reduced (Fig. 5), to NEP < 10218 W Hz21/2 for the present device.
Further reductions of the readout noise will require a larger
responsivity ›v/N qp, which is achievable by increasing Q or decreas-
ing the volume; we have already measured Q ¼ 2 £ 106 for more
weakly coupled devices. Similarly, the intrinsic generation-recom-
bination noise does not set a hard sensitivity limit, as it decreases
exponentially with temperature23. Thus, the potential exists to
develop detectors with NEP below 10219 W Hz21/2, which should
be sufficient for most applications. The key issues for the future are
understanding and reducing the noise sources in these devices,
which we suspect are non-fundamental, and demonstrating effi-
cient radiation coupling and multiplexing. A
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which indicates extra noise of unknown origin; the possibilities include random motion of

fluxons trapped in the superconducting films, stray radiation with hn .. D, and substrate

noise. These may be experimentally investigated by using magnetic shielding, improving

the filtering for the microwave coaxial lines in the cryostat, and by varying the device

geometry, materials, substrate, and so on. The amplifier noise should not be a limiting

factor. Gain and phase fluctuations may be eliminated using carrier suppression or other

methods. For the present device, the amplifier white noise (50 K) limit is DE ¼ 1 eV and

NEP ¼ 5 £ 10218 W Hz21/2, improving to 0.3 eV and 2 £ 10218 W Hz21/2 for an

optimized 5 K amplifier.
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Lipid bilayer membranes—ubiquitous in biological systems and
closely associated with cell function—exhibit rich shape-
transition behaviour, including bud formation1 and vesicle fis-
sion2. Membranes formed from multiple lipid components can
laterally separate into coexisting liquid phases, or domains, with
distinct compositions. This process, which may resemble raft

formation in cell membranes, has been directly observed in giant
unilamellar vesicles3,4. Detailed theoretical frameworks5–11 link
the elasticity of domains and their boundary properties to the
shape adopted by membranes and the formation of particular
domain patterns, but it has been difficult to experimentally probe
and validate these theories. Here we show that high-resolution
fluorescence imaging using two dyes preferentially labelling
different fluid phases directly provides a correlation between
domain composition and local membrane curvature. Using freely
suspended membranes of giant unilamellar vesicles, we are able
to optically resolve curvature and line tension interactions of
circular, stripe and ring domains. We observe long-range domain
ordering in the form of locally parallel stripes and hexagonal
arrays of circular domains, curvature-dependent domain sorting,
and membrane fission into separate vesicles at domain bound-
aries. By analysing our observations using available membrane
theory, we are able to provide experimental estimates of
boundary tension between fluid bilayer domains.

We study giant unilamellar vesicles (GUVs) formed from a
ternary mixture of the lipids sphingomyelin, dioleoylphos-
phatidylcholine (DOPC) and cholesterol3. Sphingomyelin and
cholesterol enrich in a liquid phase with short-range order (Lo),
and DOPC prefers a disordered liquid (Ld) phase. The phase
diagram of this lipid mixture at physiologically relevant tempera-
tures shows a large binary coexistence region of Lo and Ld domains
(A.K. Smith and G.W. Feigenson, personal communication; see also
Supplementary Information for further details). Figure 1 presents
images of equatorial sections of GUVs (obtained using two-photon
microscopy), exhibiting phase coexistence of the Lo (blue) þ Ld

(red) phases at varying compositions. Figure 1a–d and g, h shows
shapes with symmetry around an axis in the vertical direction
within the image plane.

The geometry of phase-separated vesicles is theoretically
obtained by minimizing an energy functional with contributions
arising from bending resistance, lateral tensions, line tension and
normal pressure difference. The bending energy F b of an axially
symmetric lipid membrane has components arising from mean
curvature (first term) and Gauss curvature12,13 (second term), and is
summed over every domain i of the vesicle8:

Fi
b ¼

ki

2

ð
Ai

CmþCp 2 C0

ÿ �2
dAþ ki

G

ð
Ai

CmCpdA ð1Þ

Here k, kG, C m and Cp are mean and Gauss bending rigidities and
principal curvatures along the meridians and parallels, respectively,
and the integral is extended over all domain areas i. C0 is a curvature
preference, which is often assumed to be constant within a
domain5,8,11 but can in general vary locally14. The bending modulus
k typically has a value of ,10219 J (ref. 15). The second term in
equation (1) influences the vesicle shape only if ki

G values differ
between domains i (ref. 8).

Comparison of Fig. 1a and 1b, which show similar shapes even
though the domains are reversed, suggests that bending resistance
differences (or any curvature preferences) are not dominant in
determining global vesicle shapes. In fact, a line tension j at the
boundaries between coexisting fluid membrane domains has been
proposed to control membrane deformation, budding and fission5.
Theoretical estimates of j are of the order of 10211 N for systems far
from5 critical points of the lipid phase diagram, and j vanishes at
critical points5,16. Above a limiting boundary length S 0 < 8k/
j < 80 nm, an initially flat domain would transform into a com-
plete spherical bud with vanishing neck radius, provided that
sufficient membrane area is available5. Accordingly, the domain
boundary radii observed in Fig. 1 favour bud formation even for
much smaller estimates of j.

This simplifying theoretical description neglects the constraints
on membrane domain areas and surface-to-volume ratio (s/v),
which are constant on the timescale of our experiment (up to
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